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Abstract: In the era of Internet of Things (IoT),
mobile edge computing (MEC) and wireless power
transfer (WPT) provide a prominent solution for
computation-intensive applications to enhance com-
putation capability and achieve sustainable energy
supply. A wireless-powered mobile edge computing
(WPMEC) system consisting of a hybrid access point
(HAP) combined with MEC servers and many users is
considered in this paper. In particular, a novel multi-
user cooperation scheme based on orthogonal fre-
quency division multiple access (OFDMA) is provided
to improve the computation performance, where users
can split the computation tasks into various parts for
local computing, offloading to corresponding helper,
and HAP for remote execution respectively with the
aid of helper. Specifically, we aim at maximizing the
weighted sum computation rate (WSCR) by optimiz-
ing time assignment, computation-task allocation, and
transmission power at the same time while keeping
energy neutrality in mind. We transform the origi-
nal non-convex optimization problem to a convex opti-
mization problem and then obtain a semi-closed form
expression of the optimal solution by considering the
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convex optimization techniques. Simulation results
demonstrate that the proposed multi-user cooperation-
assisted WPMEC scheme greatly improves the WSCR
of all users than the existing schemes. In addition,
OFDMA protocol increases the fairness and decreases
delay among the users when compared to TDMA pro-
tocol.
Keywords: mobile edge computing (MEC); wireless
power transfer (WPT); user cooperation; OFDMA;
convex optimization

I. INTRODUCTION

In the new era of Internet of Things (IoT), a huge num-
ber of mobile devices play an increasingly important
role in improving the quality of services such as virtual
reality (VR), augmented reality (AR), smart grid and
tele-surgery. However, these mobile devices with lim-
ited processing performance and battery capacity need
to perform these latency-sensitive and computation-
intensive tasks [1]. Fortunately, mobile edge comput-
ing (MEC) [2] can greatly improve the computation
capability and latency performance of wireless devices
by offloading computation tasks to the nearby MEC
servers. In particular, the use of orthogonal frequency
division multiple access (OFDMA) [3] provides a
boost in computing performance when compared to
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standard time division multiple access (TDMA).
In addition, wireless power transfer (WPT) has been

proposed as a means of ensuring a sustainable energy
supply. In WPT-assisted MEC systems, the access
point (AP) transmits radio frequency (RF) energy to
multiple users over the downlink, afterwords wireless
devices subsequently use energy harvesting (EH) to
transform the received RF signals into power [4]. The
mobile devices can accomplish computation tasks by
partial or full offloading to MEC servers and execute
rest of the tasks locally with the harvested energy. In
order to make full use of the advantages of MEC and
WPT, many studies have adopted wireless-powered
communication networks (WPCNs) to achieve self-
sustainable computing for mobile devices. In WPCNs,
a novel kind of hybrid AP (HAP) is deployed to not
only charge wireless devices via wireless energy trans-
fer (WET), but also assist MEC servers to execute
users’ offloading tasks.

Wireless-powered mobile edge computing system
(WPMEC) in multiple users scenario has been inves-
tigated in a large number of studies. The research in
[5] aimed to reduce HAP’s total energy usage while
taking into account the users’ specific computation de-
lay constraints. In [6], the authors compared TDMA
with non-orthogonal multiple access (NOMA) and
formulated the energy efficiency maximization prob-
lem, where partial and binary offloading modes are
considered respectively. As a result, NOMA protocol
outperformed TDMA protocol with regard to energy
efficiency. In a backscatter-assisted WPMEC based on
OFDMA, the authors [3] investigated the optimization
of the sum computation rate by concurrently optimiz-
ing the transmit power at the WET, system time alloca-
tion, backscatter coefficient, and offloading decisions
of users.

In WPCNs, there exists a double near-far effect [7].
When compared to users in the center of the cell, users
near the edge of the cell not only harvest less energy
from the HAP, but also they are required to transfer
more power to reach the same rate [8]. As a result,
substantial unfairness arises between the users. To ad-
dress unfairness, user cooperation (UC) can be con-
sidered as an efficient approach to improve computa-
tion capacity [9] and assure user fairness by allowing
nearby users to function as a relay to carry the signal
of distant users.

In wireless networks, user collaboration has been

thoroughly explored in order to increase users’ trans-
mission rates and communication reliability. A ba-
sic UC scenario has been considered in [10], where
due to the blocked communication link between one
user and MEC servers, the user needs to transfer of-
floading tasks to MEC servers with the aid of an-
other user. Afterwards, they optimize the computa-
tion rate of the users by jointly optimizing the trans-
mit power of energy node, the system time allocation,
task allocation, and central processing unit (CPU) fre-
quency of each user. The UC and NOMA for WP-
MEC system were jointly investigated in [11], where a
multi-antenna HAP first broadcasts wireless energy to
charge multiple single-antenna users. Then, by using
the NOMA protocol, all the mobile users can offload
tasks to the MEC servers at the same time. [12] inves-
tigated a WPMEC system based on NOMA consisting
of two users, where the authors maximized the com-
putation rate of the near user under the condition of
the necessary computation rate requirement of the far
user. In [13], a unique FDMA-based user cooperation
model was proposed to increase the computing perfor-
mance of active devices with one active user and sev-
eral helpers. The authors maximized the computation
rate of the active user by Lagrange duality method. In
[8], the HAP and multiple cooperative fogs based on
TDMA were investigated which minimize the energy
consumption of the whole system by leveraging La-
grangian method. However, the TDMA protocol re-
sults in an additional delay for later users in multi-user
systems.

In light of the above mentioned shortcomings, we
investigate the multi-user cooperation-assisted WP-
MEC based on OFDMA, which consists of a HAP and
numerous cooperative fogs. In addition, each coop-
erative fog contains a source node (active user) and
a helper (idle user). Convex optimization techniques
[14] are used to achieve an optimum solution of this
problem in a semi-closed form. In comparison to ex-
isting methods, the simulation results demonstrate that
the proposed scheme greatly enhances the WSCR of
all source nodes. So the proposed scheme is more suit-
able for computing-intensive and latency-sensitive IoT
devices in bad channel conditions. Our main contribu-
tions of this paper are as follows.

1) A novel design framework with UC and OFDMA
is proposed to improve the computation performance
of edge-cell users in the multi-user WPMEC system.
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Figure 1. The multi-user cooperation-assisted WPMEC system.

We aim at maximizing the WSCR by optimizing time
assignment, computation-task allocation, and trans-
mission power at the same time while keeping energy
neutrality in mind [15].

2) By using the variable substitution and convex op-
timization techniques, we transform the original non-
convex problem to a convex optimization problem and
obtain a semi-closed form of this optimal solution.

3) The proposed multi-user cooperation-assisted
WPMEC scheme greatly improves the WSCR of all
users than the existing schemes. Furthermore, as com-
pared to the TDMA protocol, the OFDMA protocol
improves fairness and reduces user delay.

The remainder of this paper is organized as follows.
Section II introduces the system model of multi-user
cooperation-assisted WPMEC with OFDMA, includ-
ing communication model, UC protocol, and compu-
tation model. Section III presents the computation rate
maximization problem and the optimal solution. Sim-
ulation results are shown in Section IV, while Section
V concludes this paper.

II. SYSTEM MODEL

2.1 Communication Model

In this paper, we consider a multi-user WPMEC sys-
tem, including a HAP integrated MEC servers, and k
cooperative fogs [8] denoted as K = {1, 2, ...,K},
each of them consists of a source node and a helper,
as shown in Figure 1. The HAP with N antennas is
considered to provide stable wireless energy supply
and task offloading for 2k single-antenna users, where
each user can convert the received signals into power

for subsequent task execution. We suppose that there
is a source node with a large number of tasks and a
helper in an idle state for each cooperative fog. In
addition, computation tasks can be arbitrarily divided
into three parts and executed at source nodes, helpers,
and MEC servers, respectively. In order to improve
computation rate of source nodes, they may offload
tasks to their corresponding helpers or HAP by UC
from helpers. Part of the tasks may be completed by
the helpers, while the other tasks can be offloaded to
the HAP. The HAP delivers the computation result to
the helpers after completing the tasks, and the helpers
combine two halves of the computation results before
returning them to their appropriate sourse nodes.

2.2 Harvest-and-Offloading Protocol with UC
and OFDMA

In order to avoid co-channel interference, we propose
a multi-user cooperation-assisted harvest-and-offload
protocol based on OFDMA, as shown in Figure 2.
We maximize the WSCR of all source nodes within
a time block, where the time block has a duration
of T seconds. In addition, each channel condition is
quasi-static fading, which cannot change within a time
block. In the first time slot t0, the HAP provides wire-
less power to charge each user. During the subsequent
time slots T−t0, OFDMA can be used for task offload-
ing and results downloading to avoid interference.

2.3 Wireless Energy Transmission

In the first time slot t0, HAP broadcasts wireless power
to each user, therefore the harvested energy by each
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Figure 2. The harvest-and-offload protocol with UC and
OFDMA.

source node and helper can be defined as

Qs
i = µgsi t0P0, i∈M0, (1)

and
Qh

i = µghi t0P0, i∈M1, (2)

where M0 and M1 represent the set of sourse nodes
and the set of helpers respectively, 0 < µ < 1 repre-
sents energy conversion efficiency, gsi and ghi denote
the channel gain between the i-th sourse node and
HAP, and between the i-th helper and HAP, respec-
tively. P0 is the constant transmit power of HAP.

With the harvested energy, the sourse nodes can split
the computation tasks into three parts for local com-
puting, offloading to helpers, and offloading to HAP
for remote execution with the aid of corresponding
helpers, respectively. We define lloci , lhi , and lapi as the
number of tasks performed by the i-th sourse node lo-
cally, its corresponding helper, and the remote HAP,
respectively.

2.4 Computation Model

2.4.1 Local Computing Phase

The number of tasks by local computing of the i-th
sourse node is denoted as lloci , where i∈M0. Let
ϕs > 0 represent the number of CPU cycles required
to calculate 1 bit at the source nodes. In addition, the

local CPU frequency of each sourse node can be ex-
pressed as f si (cycles per second). So the number of
tasks by local computing of the i-th sourse node can
be expressed as

lloci =
f si t

s
i

ϕs
, (3)

where tsi is the local computation time. It is worth not-
ing that the sourse nodes can execute tasks locally dur-
ing the entire time block under the condition of enough
energy supply. In addition, the corresponding local
computation energy consumption is related to the lo-
cal CPU frequency f si and local computation time tsi ,
so we define local computation energy consumption as

Esloc
i = κ(f si )

3tsi , (4)

where κ represents the effective capacitance coeffi-
cient, which relays on the chipset structure of each
sourse node.

2.4.2 Offloading to Helpers Phase

In addition to local computation, the sourse nodes can
offload the (lhi +l

ap
i ) bit tasks to corresponding helpers

during the ti1 time period. During the subsequent ti2
period, the helpers can offload the lapi bit data to HAP
for remote execution and the remaining lhi bit data is
executed at the helpers. Thus, the number of tasks ex-
ecuted at the i-th helper can be expressed as

lhi =
fhi t

h
i

ϕh
. (5)

The corresponding computation consumption at i-th
helper can be written as

Ehloc
i = κ(fhi )

3
thi , (6)

where fhi and thi are the local CPU frequency and the
local computation time of i-th helper, respectively.

Let hii represent the channel gain between the i-th
sourse node and the i-th helper node. B represents the
network bandwidth allocated to each cooperative fog
by this WPMEC system. Therefore, the channel ca-
pacity between the i-th sourse node and the i-th helper
is defined as

rsi = Blog2(1 +
psihii
Γσ2

s

), (7)
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where psi represents the transmit power of i-th sourse
node, σ2

s represents the noise power of the channel,
and Γ is the proportion of additional noise generated
by the modulation and coding scheme. So the maxi-
mum computation tasks transmitted between the i-th
sourse node and the i-th helper are given by

bsi = rsi ti1 = Bti1log2(1 +
psihii
Γσ2

s

), (8)

therefore, we have

lhi + lapi ≤ bsi . (9)

During this phase, the transmission energy con-
sumption of the i-th sourse node is expressed as

Esoff
i = psi ti1. (10)

2.4.3 Offloading to HAP Phase

During the ti2 time period, the i-th helper can offload
the lapi bit tasks to the HAP. Here hhi means the channel
gain between the i-th helper and the HAP. Therefore,
the channel capacity between the i-th helper and the
HAP is given by

rhi = Blog2(1 +
phi h

h
i

Γσ2
h

), (11)

where phi represents the transmit power of i-th sourse
node, σ2

h represents the noise power of the channel.
The maximum computation tasks transmitted between
the i-th sourse node and the HAP are expressed as

bhi = rhi ti2 = Bti2log2(1 +
phi h

h
i

Γσ2
h

), (12)

and we have
lapi ≤ bhi . (13)

During this phase, the transmission energy con-
sumption of the i-th helper is given by

Ehoff
i = phi ti2. (14)

What’s more, we notice that the energy of each
source node and helper is supplied by the WET from

the HAP. As a result, the energy neutrality constraints
[13] are applied to all source nodes and helpers, i.e.,
the total energy consumption of each user cannot ex-
ceed the total harvested energy over the same time
block. So we have

Esloc
i + Esoff

i ≤ Qs
i i∈M0, (15)

and
Ehloc

i + Ehoff
i ≤ Qh

i i∈M1. (16)

III. PROBLEM FORMULATION AND THE
OPTIMAL SOLUTION

3.1 Problem Formulation

In this paper, we aim to maximize the WSCR of
all sourse nodes by jointly optimizing the power al-
location p = {psi , phi }, the system time allocation
t = {t0, ti1, ti2, tsi , thi }, and resource allocation strat-
egy l = {lloci , lhi , l

ap
i }. Mathematically, the WSCR can

be formulated as

(P1) : max
{t,l,p}

ω · dT, (17a)

s.t.C1 : lhi + lapi ≤ Bti1log2(1 +
psihii
Γσ2

s

) ∀i ∈ K,

(17b)

C2 : lapi ≤ Bti2log2(1 +
phi h

h
i

Γσ2
h

) ∀i ∈ K,

(17c)

C3 : tsi ≤ T ∀i ∈ K, (17d)

C4 : thi ≤ ti2 ∀i ∈ K, (17e)

C5 : κ(f si )
3tsi + psi ti1 ≤ Qs

i i∈M0, (17f)

C6 : κ(fhi )
3
thi + phi ti2 ≤ Qh

i i∈M1, (17g)

C7 : t0 + ti1 + ti2 ≤ T ∀i ∈ K, (17h)

C8 : (3), (8), (17i)

(17)

where d = {lloc1 + lh1 + lap1 , ..., l
loc
k + lhk + lapk },

and ω = {ω1, ω2, ..., ωk} represents the weight of
{lloci + lhi + l

ap
i }. C1 and C2 represent the upper bound

of channel capacity, where C3 and C4 mean local com-
putation time constraints for sourse nodes and helpers,
respectively. C5 and C6 demonstrate energy causal
constraints, whereas C7 represents the time allocation
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limit of the whole system. C8 is the local computing
constraint for sourse nodes and helpers, respectively.
It is worth noting that due to the relationship of mul-
tivariate multiplication in C5 and C6 and non-convex
constraints C1 and C2, the problem (P1) is considered
as a non-convex optimization problem. Therefore, P1
cannot be solved by using directly the convex opti-
mization algorithm. We turn P1 into a convex opti-
mization problem and then find the optimal solution in
the next subsection 3.2.

3.2 Problem Transformation

First of all, we introduce auxiliary variables τi and ϵi,
where

τi = psi ti1 i∈M0, (18)

and
ϵi = phi ti2 i∈M1, (19)

with (18) and (19), the problem (P1) can be equiva-
lently transformed into problem (P2)

(P2) : max
{t,l,τi,ϵi}

ω · dT, (20a)

C1 : lhi + lapi ≤ Bti1log2(1 +
τihii
ti1Γσ2

s

) ∀i ∈ K,

(20b)

C2 : lapi ≤ Bti2log2(1 +
ϵih

h
i

ti2Γσ2
h

) ∀i ∈ K,

(20c)

C3 : κ(f si )
3tsi + τi ≤ µgsi t0P0 i∈M0,

(20d)

C4 : κ(fhi )
3
thi + ϵi ≤ µghi t0P0 i∈M1,

(20e)

C5 : (3), (8), (17d), (17e)and(17h). (20f)

(20)

Lemma 1. The problem (P2) is a convex optimiza-
tion problem, so we can efficiently solve it by using the
standard convex optimization tools [16].

Proof. See Appendix A.

3.3 Obtain Optimal Solution by Solving Prob-
lem (P2)

With Lemma 1, we may deduce from Lemma 1 that
the problem (P2) is convex. Nevertheless, in order to

gain essential engineering insights, we can obtain the
optimal solution of problem (P2) by employing the La-
grange duality method in this subsection 3.3. First of
all, we transform the problem (P2) into the problem
(P3) by using (17i) to simplify the expression of the
Lagrangian function. Thus, P2 can be equivalently ex-
pressed as

(P3) : max
{t,l,τi,ϵi}

ω · dT, (21a)

C1 : κ(f si )
2lloci + τi ≤ µgsi t0P0 i∈M0,

(21b)

C2 : κ(fhi )
2
lhi + ϵi ≤ µghi t0P0 i∈M1,

(21c)

C3 : (20b), (20c)and(17h). (21d)

(21)

To solve problem (P3), we introduce the following
theorems.

Theorem 1. In the multi-user cooperation-assisted
WPMEC system with OFDMA, the optimal offloading
power ps∗i of the i-th source node and the optimal
offloading power ph∗i of the i-th helper for maximizing
the computation rates of all source nodes have the
following mathematical expressions.

ps∗i =

{
0, ifti1 = 0

[ λiB
θiln2

− Γσ2
s

hii
]+, otherwise

, (22)

and

ph∗i =

{
0, ifti2 = 0

[ υiB
ρiln2

− Γσ2
h

hh
i
]+, otherwise

, (23)

where we define [x]+ ≜ max{0, x}.

Proof. See Appendix B.

We can see from Theorem 1, when hii >
Γσ2

sθiln2
λiB

,

ps∗i > 0. In addition, when hhi >
Γσ2

hρiln2

υiB
, ph∗i > 0.

In other words, when the better channel conditions are
provided, users are more willing to offload tasks.

By solving problem (P3), Theorem 2 is proposed to
clarify the characteristic of the WET time t0.
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Theorem 2. For these given θi, ρi and ψi, the optimal
WET time t∗0 needs to satisfy the following equation.

t∗0 =

{
0, iff1(θi, ρi, ψi) = 0

∈ [0, T ), iff1(θi, ρi, ψi) < 0
, (24)

and

f1(θi, ρi, ψi) =
K∑
i=1

[−θiµgsiP0−ρiµghi P0+ψi]. (25)

Proof. See Appendix C.

For the offloading time allocation sub-problem, the
Lagrangian is a convex function about ti1 and ti2, re-
spectively. Thus there exist a pair of unique values
ti1 and ti2, which can maximize the computation rate.
Let’s define the derivation of the Lagrangian with re-
spect to ti1 and ti2 as f2(ti1) and f3(ti2), respectively.

f2(ti1) = −λiBlog2(1+
τ ∗i q1
ti1

)+
λiBτ

∗
i q1

(ti1 + τ ∗i q1)ln2
+ψi,

(26)
and

f3(ti2) = −υiBlog2(1+
ϵ∗i q2
ti2

)+
υiBϵ

∗
i q2

(ti2 + ϵ∗i q2)ln2
+ψi,

(27)
where q1 = hii

Γσ2
s

and q2 =
hh
i

Γσ2
h

.
The maximizer is achieved at the roots of f2(ti1)

and f3(ti2), i.e., f2(ti1) = 0 and f3(ti2) = 0. The bi-
section approach [14] can be used to retrieve the roots
even if they are not solved in a closed form.

Now we obtain the optimal values of p and t, then
the lloc∗i and lh∗i can be obtained form (3) and (8), re-
spectively, while lap∗i can be obtained form (17c). The
pseudo code for solving problem (P1) is summarized
in Algorithm 1.

IV. SIMULATION RESULTS

In this part, numerical results are provided and com-
pared with the following four benchmark schemes to
evaluate the computation performance of the proposed
multi-user cooperation-assisted wireless-powered mo-
bile edge computing design.

1. Only local computing:
In this scheme, all the source nodes i ∈ M0 exert

Algorithm 1. Joint computation offloading and resource
allocation algorithm for solving problem (P1).
Input: The channel power gain g for WET and h
for offloading, the error tolerance ξ > 0, the initial
parameter ri > 0, the reduction factor β ∈ (0, 1).
Initialize: {τ (0)i , ϵ

(0)
i , l(0), t(0)} ∈ intD,

where D = dom(ω · dT) .
Output: Obtain optimal resource allocation
{p∗, l∗, t∗} for problem (P1).

1: for k − 1 do
2: Minimize −ω · dT + rkB to obtain optimal

{τ (k)i , ϵ
(k)
i , l(k), t(k)},

where B is barrier function of problem (P3).
3: if rkB < ξ then
4: The optimal solution {τ ∗i , ϵ∗i , l∗, t∗} are ob-

tained, then calculate p∗ by using Eqs. (18)-
(19).

5: else
6: Update iteration parameters: rk+1 = βrk,

k = k + 1.
7: end if
8: end for

computation tasks only by local computing. And
offloading to helpers and HAP are not allowed, so
we can set lhi = 0 and lapi = 0, ∀i ∈ M0.

2. With user cooperation based on TDMA:
In a time block T , the HAP first provides stable
wireless energy supply for users, and then users
can utilize the harvested energy for task execution
with the help of the cooperative fog one by one
[8]. During the offloading process, users can use
the bandwidth of the whole system, but the later
users will face additional delays due to the time
sequence, resulting in an unfairness of the system.

3. Without user cooperation based on OFDMA:
Each source node i ∈ M0 accomplishes its com-
putation tasks only by local computing and di-
rectly offloading to HAP, without the aid of the
helpers. In this scheme, each source node can
offload its computation tasks simultaneously by
OFDMA.

4. Without user cooperation based on TDMA:
Each source node i ∈ M0 accomplishes its com-
putation tasks only by local computing and di-
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rectly offloading to HAP, without the aid of the
helpers. In this scheme, each source node can of-
fload its computation tasks one by one based on
TDMA.

In multi-user cooperation-assisted WPMEC, users
with TDMA protocol can use the bandwidth of the
whole system. In order to avoid interference, the time
block in TDMA protocol has to be divided into var-
ious time slots where each time slot is correspond-
ing to one user, thus there is a waiting delay for each
user. The later user will face additional delays due
to the time sequence, resulting in an unfairness of the
system. Compared with TDMA protocol, users with
OFDMA protocol can offload tasks at the same time
by using orthogonal frequency band, which ensures
fairness among users. As shown in Figure 3 to Figure
7, the scheme with OFDMA can achieve best WSCR
in multi-user cooperation-assisted WPMEC system.

In these simulations, different from the classic 3-
cooperative fog scenario in [8], the number of anten-
nas at the HAP and the number of cooperative fogs
are given by N = 10 and K = 5, respectively, which
refers that there are 5 source nodes and 5 helpers in
this simulation. Without the loss of generality, we
adopt d−α as the path loss model, where d represents
the distance between different devices, α denotes the
path loss exponent. In addition, we consider dsa1 = 30

m, dsa2 = 28 m, dsa3 = 29 m, dsa4 = 29 m, dsa5 = 30

m, dha1 = 25 m, dha2 = 20 m, dha3 = 20 m, dha4 = 20

m, dha5 = 25 m, dsh1 = 10 m, dsh2 = 10 m, dsh3 = 10

m, dsh4 = 10 m and dsh5 = 10 m. The details for other
parameters are shown in Table 1.

Figure 3 illustrates the WSCR versus the distances
between source nodes and HAP. As illustrated, the
WSCR decreases as the distances between source
nodes and HAP increase in all schemes. This is due
to the fact that with less energy, the source nodes have
to consume more energy to offload their computation
tasks to HAP in without-user-cooperation schemes.
However in user-cooperation schemes, the source
nodes can offload computation tasks indirectly to HAP
with the aid of helpers. As a result, without-user-
cooperation schemes decrease dramatically, whereas
with-user-cooperation systems decrease lightly. In ad-
dition, when the distances between source nodes and
HAP are large, the proposed user-cooperation with
OFDMA scheme is able to achieve maximum com-
putation rate than the other benchmark schemes.

Figure 3. Weighted sum computation rates versus the dis-
tances between source nodes and HAP.

Figure 4. Weighted sum computation rates versus the en-
ergy conversion efficiency.

Figure 4 shows the WSCR versus the energy con-
version efficiency. As shown in Figure 4, the WSCR
monotonically increases with the energy conversion
efficiency µ for all the five schemes. It is obvious that
all source nodes and helpers can harvest much energy
to compute or offload computation tasks. In addition,
the performance of the proposed user-cooperation
with OFDMA scheme achieves the best system per-
formance among all schemes. The user-cooperation
with TDMA scheme achieves the second best system
performance. Furthermore, all user-cooperation de-
signs outperform all non-user-cooperation designs and
the only-local-computing design. In Figure 5, the re-
lationship between the WSCR and the time block is
presented. As desired, the WSCR for all schemes in-
creases as the time block T increases.

When comparing the WSCR curve of the power of
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Table 1. Simulation parameters.

Parameter Symbol Value
The power of WET P0 3 W

The proportion of additional noise Γ 1
The number of CPU cycles required to compute one bit ϕs 1200
The number of CPU cycles required to compute one bit ϕh 1600

The total bandwidth of the system B0 1 MHz
The frequency band size allocated by each user through OFDMA B 333 KHz

The path loss exponent between source nodes and HAP α 3.5
The path loss exponent between helpers and HAP α0 2.8

The path loss exponent between source nodes and helpers α1 2.8
The equal computing efficiency parameter κ 10−28

The system noise power σ2
s , σ

2
h −110 dBm/Hz

The energy conversion efficiency µ 0.8
the time block T 1 s

The local CPU frequency of each sourse node fs
i 0.1 GHz

The local CPU frequency of each helper node fh
i 0.2 GHz

Figure 5. Weighted sum computation rates versus the time
block.

WET in different scenarios based on OFDMA, it is
clear that the WSCR grows as the power of WET in
all schemes, owing to the large amount of energy is
harvested as shown in Figure 6. Furthermore, these
without-user-cooperation schemes outperform user-
cooperation schemes when the path loss exponent is
α = 2.6 while these user-cooperation schemes outper-
form these without-user-cooperation schemes when
α = 3.5. The rationale for this is that under better
channel conditions, it is appropriate to immediately of-
fload compute tasks to HAP. However in bad channel
conditions, the user cooperation technique should be
used.

In Figure 7, the impact of the path loss exponent
α between source nodes and HAP on the perfor-
mance of the maximum WSCR is shown. It is ob-
vious that these user-cooperation schemes outperform

Figure 6. Weighted sum computation rates in different sce-
narios.

Figure 7. Weighted sum computation rates versus the path
loss exponent.

the without-user-cooperation scheme and the OFDMA
scheme outperforms the TDMA scheme with user co-

226 © China Communications Magazine Co., Ltd. · January 2023

Authorized licensed use limited to: SHENZHEN UNIVERSITY. Downloaded on February 18,2023 at 09:33:56 UTC from IEEE Xplore.  Restrictions apply. 



operation when large α values are considered. In
addition, for the only-local-computing scheme, when
α ≥ 3.1, the harvested energy is not sufficient for local
computing during the entire time slot T , so the WSCR
decreases with the less local computing time.

V. CONCLUSION

In this paper, we investigated a novel multi-
user cooperation-assisted WPMEC system based on
OFDMA. The problem of maximizing the WSCR is
formulated by jointly optimizing the transmit power
of the users, computation-task allocation, and the sys-
tem time allocation within a time block by considering
the energy causality constraints. We proposed a multi-
user cooperation-assisted harvest-and-offload protocol
based on OFDMA, where the users first harvest the
energy by WPT and then make full use of the en-
ergy to accomplish computation tasks locally or with
the help of cooperative fogs and HAP. Based on the
convex optimization techniques, we obtained the op-
timal solution in a semi-closed form and proposed a
joint computation offloading and resource allocation
algorithm. Simulation results show that the proposed
scheme outperforms the existing schemes such as the
user-cooperation design based on TDMA in maximiz-
ing the WSCR. Thus, the proposed scheme integrating
WPT with MEC provides maximum WSCR and sus-
tainable energy supply for IoT devices especially in
bad channel conditions.

APPENDIX

A. Proof of Lemma 1

First of all, the objective function is linear and the con-
straints (17d), (17e), and (17h) are linear inequality
constraints while (3) and (8) are linear equality con-
straints, so it is obvious that the objective function and
the constraint C5 of problem (P2) satisfy the condi-
tions of a convex optimization problem. In the con-
straint C1, lhi + lapi is a linear function with regard to
lhi and lapi . In addition, Bti1log2(1 + τihi

ti1Γσ2
s
) is the

perspective function of Blog2(1 + τihi

Γσ2
s
), which is a

concave function with regard to τi. The perspective
function preserves convexity of original function [16],
so Bti1log2(1 + τihi

ti1Γσ2
s
) is concave function with re-

gard to τi and ti1. Therefore, by a simple algebraic

transformation, we can prove that the constraint C1 is
convex. For C3, the left side κ(f si )

3tsi + τi is a lin-
ear function with regard to τi and tsi . The right side
µgsi t0P0 is also a linear function with respect to t0.
Thus, we can get that the constraint C3 is also con-
vex. By exploiting the similar mathematical method
for the constraints C2 and C4, we can easily prove that
the constraints C2 and C4 are also convex constraints.
Thus, it is proved that problem (P2) is convex.

B. Proof of Theorem 1

Let λi ≥ 0, υi ≥ 0, θi ≥ 0, ρi ≥ 0 and ψi ≥ 0 de-
note the Lagrange multiplier associated with the con-
straints (20b), (20c), C1, C2 and (17h) in problem
(P3), respectively. The Lagrangian function related to
the problem (P3) is expressed as

L =

K∑
i=1

ωi(l
loc
i + lhi + lapi )+

K∑
i=1

λi[l
h
i + lapi −Bti1log2(1 +

τiq1
ti1

)]+

K∑
i=1

υi[l
ap
i −Bti2log2(1 +

ϵiq2
ti2

)]+

K∑
i=1

θi[κ(f
s
i )

2lloci + τi − µgsi t0P0]+

K∑
i=1

ρi[κ(f
h
i )

2
lhi + ϵi − µghi t0P0]+

K∑
i=1

ψi[t0 + ti1 + ti2 − T ],

(A.1)

where q1 = hii

Γσ2
s

and q2 =
hh
i

Γσ2
h

.
With the Lagrangian function of problem (P3), the

first-order optimality condition can be used to obtain
the optimal solution. The gradients of the Lagrangian
L with regard to τi and ϵi are respectively expressed as

∂L
∂τi

=
−λiBti1q1

(ti1 + τiq1)ln2
+ θi, (A.2)

and
∂L
∂ϵi

=
−υiBti2q2

(ti2 + ϵiq2)ln2
+ ρi. (A.3)
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Let their gradients be zero. Thus, we have

τi = [
λiBti1
θiln2

− ti1
q1

]+, (A.4)

and

ϵi = [
υiBti2
ρiln2

− ti2
q2

]+, (A.5)

where we define [x]+ ≜ max{0, x}.
When ti1 = 0, it is easy to obtain that psi = 0. Since

τi = psi ti1, we can get psi = τi/ti1 when ti1 ̸= 0 and
phi can be obtained by using the same method. Thus,
the proof for Theorem 1 is completed.

C. Proof of Theorem 2

Let f1(θi, ρi, ψi) denote the gradient of the Lagrangian
function L with regard to t0, and it can be expressed
as

f1(θi, ρi, ψi) =

K∑
i=1

[−θiµgsiP0 − ρiµg
h
i P0 + ψi].

(A.6)
For the given θi, ρi, ψi, we can obtain that the La-

grangian function L is a linear function with respect to
t0. Because problem (P3) is convex, the Slater’s con-
ditions [16] are satisfied. And the Lagrangian function
L is upper-bounded with regard to t0. So it can be con-
cluded as f1(θi, ρi, ψi) ≤ 0. When f1(θi, ρi, ψi) < 0,
the maximum Lagrangian function L is obtained when
t0 = 0. And when f1(θi, ρi, ψi) = 0, the Lagrangian
function L is constant value with regard to t0, so t0
is an arbitrary value within [0, T ]. Thus, the proof for
Theorem 2 is completed.

ACKNOWLEDGEMENT

This work is supported in part by the National Natu-
ral Science Foundation of China (NSFC) under Grant
No. 62071306, and in part by Shenzhen Science and
Technology Program under Grants JCYJ202001091-
13601723, JSGG20210802154203011 and JSGG-
20210420091805014.

References

[1] Y. Siriwardhana, P. Porambage, et al., “A survey on mobile
augmented reality with 5G mobile edge computing: Archi-
tectures, applications, and technical aspects,” IEEE Com-
munications Surveys & Tutorials, vol. 23, no. 2, pp. 1160–
1192, 2021.

[2] Y. Dursun, F. Fang, et al., “Hybrid NOMA based MIMO of-
floading for mobile edge computing in 6G networks,” China
Communications, vol. 19, no. 10, pp. 12–20, 2022.

[3] P. X. Nguyen, D.-H. Tran, et al., “Backscatter-assisted data
offloading in OFDMA-based wireless-powered mobile edge
computing for IoT networks,” IEEE Internet of Things Jour-
nal, vol. 8, no. 11, pp. 9233–9243, 2021.

[4] F. Wang, J. Xu, et al., “Optimal energy allocation and task
offloading policy for wireless powered mobile edge com-
puting systems,” IEEE Transactions on Wireless Communi-
cations, vol. 19, no. 4, pp. 2443–2459, 2020.

[5] F. Wang, J. Xu, et al., “Joint offloading and computing
optimization in wireless powered mobile-edge computing
systems,” IEEE Transactions on Wireless Communications,
vol. 17, no. 3, pp. 1784–1797, 2017.

[6] F. Zhou and R. Q. Hu, “Computation efficiency maximiza-
tion in wireless-powered mobile edge computing networks,”
IEEE Transactions on Wireless Communications, vol. 19,
no. 5, pp. 3170–3184, 2020.

[7] B. Li, F. Si, et al., “Wireless powered mobile edge comput-
ing with NOMA and user cooperation,” IEEE Transactions
on Vehicular Technology, vol. 70, no. 2, pp. 1957–1961,
2021.

[8] S. Mao, J. Wu, et al., “Energy-efficient cooperative commu-
nication and computation for wireless powered mobile-edge
computing,” IEEE Systems Journal, vol. 16, no. 1, pp. 287–
298, 2020.

[9] Q. Liu, J. Li, et al., “Efficient multi-user for task offloading
and server allocation in mobile edge computing systems,”
China Communications, vol. 19, no. 7, pp. 226–238, 2022.

[10] B. He, S. Bi, et al., “Collaborative computation offloading in
wireless powered mobile-edge computing systems,” in 2019
IEEE Globecom Workshops (GC Wkshps), pp. 1–7. IEEE,
2019.

[11] B. Su, Q. Ni, et al., “Optimizing computation efficiency for
NOMA-assisted mobile edge computing with user cooper-
ation,” IEEE Transactions on Green Communications and
Networking, vol. 5, no. 2, pp. 858–867, 2021.

[12] B. Su, H. Liu, et al., “Joint time and power allocation for
wireless powered NOMA-MEC systems,” in 2021 13th In-
ternational Conference on Communication Software and
Networks (ICCSN), pp. 24–28. IEEE, 2021.

[13] D. Wu, F. Wang, et al., “Wireless powered user cooperative
computation in mobile edge computing systems,” in 2018
IEEE Globecom Workshops (GC Wkshps), pp. 1–7. IEEE,
2018.

[14] S. Boyd, S. P. Boyd, et al., Convex optimization. Cam-
bridge University Press, 2004.

[15] F. Wang, H. Xing, et al., “Real-time resource allocation for
wireless powered multiuser mobile edge computing with en-
ergy and task causality,” IEEE Transactions on Communica-
tions, vol. 68, no. 11, pp. 7140–7155, 2020.

[16] M. Grant, S. Boyd, et al., “CVX: Matlab software for disci-
plined convex programming,” http://cvxr.com/cvx, 2013.

228 © China Communications Magazine Co., Ltd. · January 2023

Authorized licensed use limited to: SHENZHEN UNIVERSITY. Downloaded on February 18,2023 at 09:33:56 UTC from IEEE Xplore.  Restrictions apply. 



Biographies

Xinying Wu received the B.S degree in
Communication Engineering from Xi’an
University of Science and Technology
(XUST), Xi’an, China, in 2020. He is cur-
rently pursuing his M.S. degree in Informa-
tion and Communication Engineering with
Shenzhen University, Shenzhen, China. His

research interests include wireless communications and mobile
edge computing.

Yejun He received the Ph.D. degree in
Information and Communication Engineering
from Huazhong University of Science and
Technology (HUST), Wuhan, China, in 2005.
From 2005 to 2006, he was a Research
Associate with the Department of Electronic
and Information Engineering, Hong Kong
Polytechnic University, Hong Kong, China.

From 2006 to 2007, he was a Research Associate with the
Department of Electronic Engineering, Faculty of Engineering,
Chinese University of Hong Kong, Hong Kong, China. In
2012, he was a Visiting Professor with the Department of
Electrical and Computer Engineering, University of Waterloo,
Waterloo, ON, Canada. From 2013 to 2015, he was an Ad-
vanced Visiting Scholar (Visiting Professor) with the School
of Electrical and Computer Engineering, Georgia Institute of
Technology, Atlanta, GA, USA. Since 2011, He has been a
Full Professor with the College of Electronics and Information
Engineering, Shenzhen University, Shenzhen, China, where
He is the Director of Guangdong Engineering Research Center
of Base Station Antennas and Propagation, and the Direc-
tor of Shenzhen Key Laboratory of Antennas and Propagation,

Shenzhen, China. He was selected as Pengcheng Scholar Distin-
guished Professor, Shenzhen, and Minjiang Scholar Chair Profes-
sor of Fujian Province. He was also a recipient of the Shenzhen
Overseas High-Caliber Personnel Level B (”Peacock Plan Award”
B) and Shenzhen High-Level Professional Talent (Local Lead-
ing Talent). He received the Shenzhen Science and Technology
Progress Award and the Guangdong Provincial Science and Tech-
nology Progress Award in 2017 and 2018, respectively. He has
authored or coauthored over 250 research papers, books (chapters)
and holds about 20 patents. Dr. He is the Chair of IEEE Antennas
and Propagation Society-Shenzhen Chapter. His research interests
include wireless communications, antennas and radio frequency.
Dr. He is a Fellow of IET, a Senior Member of IEEE, a Senior
Member of the China Institute of Communications as well as a Se-
nior Member of the China Institute of Electronics. He is serving
as Associate Editor of IEEE Transactions on Antennas and Prop-
agation, IEEE Antennas and Propagation Magazine, International
Journal of Communication Systems, China Communications, as
well as Wireless Communications and Mobile Computing.

Asad Saleem received the Ph.D. degree from
School of Communication and Information
Engineering, Shanghai University, Shanghai,
China, in 2019. He has received his Mas-
ter degree in Electronics Engineering from
Quaid-i-Azam University, Islamabad, Pak-
istan, in 2015. He was a Postdoctoral Fellow
with College of Electronics and Information

Engineering, Shenzhen University, Shenzhen, China. He is cur-
rently a Postdoctoral Fellow with Zhejiang University-University
of Illinois at Urbana Champaign (ZJU-UIUC) Institute, Hangzhou,
China. His research interests are focusing on wireless communi-
cations, Machine learning, 5G, mm-wave channel and MIMO sys-
tems.

© China Communications Magazine Co., Ltd. · January 2023 229

Authorized licensed use limited to: SHENZHEN UNIVERSITY. Downloaded on February 18,2023 at 09:33:56 UTC from IEEE Xplore.  Restrictions apply. 


